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(A1} Closure under addition:
g— & (A2} Associativity of addition:
= 3 itive identity:
5 2 (A3) Additive identity:
s =
- E (Ad) Additive inverse:
=
g =
= =

(A5) Commutativity of addition:
(M1 Chosure under multplication:
(M) Associativity of multiplication:
(M3} Distributive las:

Commutative ring

(M5} Mubtiplicative identity:

(V6 Mo zero divisors:

(M7 Multiplicative inverse:

Figure 4.2

Groups, Ring. and Field

(M4 Commutativity of nultiplication:
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If o and b belong o 5, thena + Bis alsoin §
at+i{b+ei=da+hm+cloralla b cinf
There is an element 0 in £ such that
at+0=0+ag=aforallain§

For each e in § there is an element —a in ¥
suchthat g +(—ay=(—al+a =10
at+bk=b+aforalla bin¥

If &t and b belong o 5, then ab is alsoin §
albc) = (abic forall a, b, cin &
aib+cl=ab+acforalla b cin 8

@+ bi=ac +hforalla. b cin§

ab = ba for all @, Bin §

There is an element | in 5 such that

@l =la=aforallain¥
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Fable 4.5 Agrithmetic in GF(7)

+ 0 1 2 3 4 5 ]

0 0 1 2 3 4 5 &

1 1 2 3 4 5 6 0

2 2 3 4 5 6 0 1

3 3 4 5 6 0 1 2

4 4 5 i 0 1 2 3

5 5 6 0 1 2 3 4

6 6 0 1 2 3 4 5

(a) Addition modulo 7
W bt w1

b 0 1 2 3 4 5 [} 0 ( —

0 0 0 0 0 0 0 0 1 & 1

1 0 1 2 3 4 5 & 2 5 4

2 0 2 4 il 1 3 5 3 4 5

3 0 3 [ 2 5 1 4 4 3 2

4 0 4 1 5 2 6 3 5 2 3

5 0 5 3 1 6 4 2 6 1 6

6 i 6 5 4 3 2 1 it Il o

(c) Additive and multuplicative
(b) Multiplication modulo 7 inverses modulo 7
e [fa and b are relatively prime, then b has a multiplicative inverse

modulo a. That is, if gcd(a, b) = 1, then b has a multiplicative inverse modulo a.
e That 1s, for positive integer b < a, there exists a b ' < a such that b5 "'= 1 mod a.
If a is a prime number and b < a, then clearly a and b are relatively prime and
have a greatest common divisor of 1.
e Wenow show that we can easily compute b “'using the extended Euclidean
algorithm.

ax +by =d =gcd(a, b)

Now, if gcd(a, b) = 1,then we have ax + by = 1. Using the basic equalities of

modular arithmetic, we can say
[(ax mod a) + (by mod a)] moda = 1 moda
0 + (bymoda) =1

eBut ifbymoda= 1, theny=>"" Thus, applying the extended Euclidean
algorithm to above Equation, it yields the value of the multiplicative inverse

of bif ged(a, b) = 1.



e Consider the example. Here we have  a = 1759, which is a prime number,
and b= 550. The solution of the equation 1759x + 550y = d yields a value
of y =355. Thus, b ' =355.

e More generally, the extended Euclidean algorithm can be used to find a multi-
plicative inverse in Z , for any n. If we apply the extended Euclidean algorithm
to the equation nx + by =d, and the algorithm yieldsd =1, theny =
b in Z,.
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a Encryption and Decryption Tables for Substitution
Cipher of Figure 3.2

Plaintext Ciphertext Ciphertext Plaintext
D000 1110 Q000 1110
001 0100 0001 0011
0010 1101 0010 100
0011 0001 0011 1000
0100 0010 0100 0001
0101 1111 0101 1100
0110 1011 0110 1010
0111 1000 0111 1111
1000 0011 L] 0111
1001 1010 1001 1101
1010 0110 1010 1001
1011 1100 1011 0110
1100 010 1100} 1011
1101 1001 1101 0010
1110 Q000 1110 OO0
1111 0111 1111 0101

The Feistel Cipher

e Feistel proposed that we can approximate the ideal block cipher by utilizing
the concept of a product cipher.
e In particular, Feistel proposed the use of a cipher that alternates substitutions

and permutations, where these terms are defined as follows:

Substitution: Each plaintext element or group of elements is uniquely replaced

by a corresponding cipher text element or group of elements.

Permutation: A sequence of plaintext elements is replaced by a permutation of that
sequence. That is, no elements are added or deleted or replaced in the sequence,

rather the order in which the elements appear in the sequence is changed.



Claude Shannon to develop a product cipher that alternates confusion and

diffusion functions

DIFFUSION AND CONFUSION

e The terms diffusion and confusion were introduced by Claude Shannon to
capture shannon to capture the two basic building blocks for any cryptographic
system.

e Shannon’s concern was to prevent cryptanalysis based on statistical analysis .
Assume the attacker has some knowledge of the statistical characteristics of
the plaintext.

o [n diffusion, the statistical structure of the plaintext is degenerated into long-
range statistics of the ciphertext.

e This is achieved by having each plaintext digit affect the value of many
ciphertext digits; generally, this is equivalent to having each ciphertext

digit be affected by many plaintext digits.

e An example of diffusion is to encrypt a message M =ml, m2, m3, ... of

characters with an averaging operation:

k
Yn = ( Em”-_g-) mod 26
i=1

adding & successive letters to get a ciphertext letter y,.

e confusion seeks to make the relationship between the statistics of the
ciphertext and the value of the encryption key as complex as possible, again to
prevent attempts to discover the key.

e Thus, even if the attacker can get somehandle on the statistics ofthe

ciphertext, the way in which the key was used to produce that ciphertext isso



complex as to make it difficult to deduce the key. This is achieved by the use

of a complex substitution algorithm.
FEISTEL CIPHER STRUCTURE

e The Figure depicts the structure proposed by Feistel . The inputs to the
encryption algorithm are a plaintext block of length 2w bitsandakey K. The
plaintext block is divided into two halves, L, and R, .

e The two halves ofthe datapassthroughn rounds of processingand then
combine to producethe ciphertext block. EachroundihasasinputsZ ;,
and R, derived from the previous round, as well as a subkey K; derived from
the overall K.

eIn Figure, 16 rounds are used,although any number of rounds could be
implemented. All rounds have the same structure. A substitution is performed
on the left half of the data.

e This is done by applying a round function F to the right half of the data and
then taking the exclusive-OR of the output of that function and the left half of
the data.

e Theround function has the same general structure for each round
but is parameterized by the round subkey K. Following this substitution, a
permutation is performed that consists of the interchange of the two halves

of the data.

e This structure is a particular form of the substitution-permutation network.

Feistel network depends on the choice of the following ~ parameters and design

features:

Block size: Larger block sizes mean greater security but reduced

encryption/decryption speed for a given algorithm. The greater security



is achieved by greater diffusion. A block size of 64 bits has

considered . However, the new AES uses a 128-bit block size.

Plaintext i 2w bits)

Round | Lo__wbits v whits Ry
~ ¢ %I'
L, v v R,
Round ¢
K,-
= M Fl‘
I.*" v R"
Round n
l [\.-r
= M l" ]
Lo‘i Ro‘i
]‘n+l l Rn+1

Ciphertext (2w bits)

been



Key size: Larger key size means greater security but may decrease encryption/ decry
ption speed. The greater security is achieved by greater  resistance to brute-
force attacks and greater confusion. Key sizes of 64 bits or less are now widely

considered to be insufficient, and 128 bits has become a common size.

Number of rounds: The essence of the Feistel cipher is that a single round offers
insufficient security but that multiple rounds offer increasing security. A typical

size is 16 rounds.

Subkey generation algorithm: Greater complexity in this algorithm should lead

to greater difficulty of cryptanalysis.

Round function F: Again, greater complexity generally means greater resistance
to cryptanalysis. There are two other considerations in the design of a Feistel

cipher:

Fastsoftware encryption/decryption: In many cases, encryption is embedded n
applications or utility functions to prevent a hardware
implementation. Accordingly, the speed of execution of the algorithm becomes

aconcern.

Ease of analysis: Although we would like to make our algorithm as difficult as
possible to cryptanalyze, there is great benefit in making the algorithm easy to
analyze. Thatis, if the algorithm can be concisely and clearly explained, it is
easier to analyze that algorithm for cryptanalytic vulnerabilities and therefore

develop a higher level of assurance as to its strength.

FEISTEL DECRYPTION ALGORITHM

The process of decryption with a Feistel cipher is essentially the same as the en



cryption process. The rule isas follows: Use the ciphertext as input to the
algorithm, but use the subkeys K; in reverse order. That is, use K, in the first
round,

K., in the second round, and so on, until X is used in the last round.

Figure 3.3 shows the encryption process going down the left-hand side and the
decryption process going up the right-hand side for a 16-round algorithm.

For clarity, we use the notation LE; and RE, for data traveling through the
encryption algorithm and LD, and RD; for data traveling through the decryption

algorithm.

The diagram indicates that, at every round, the intermediate value of the decrypt
ion process is equal to the corresponding value of the encryption process with
the two halves of the value swapped. let the output of the i™ encryption
round be LE;|RE, . Then the corresponding inputof the (16—i)* decryption
round is RE; || LE; or,equivalently, LD 4. || RDs. .

After the last iteration of the encryption process, the two halves of the
output are swapped, so that the ciphertext is RE ¢ |LE\s. The output of that round is
the ciphertext. Now take that ciphertext and use it as input to the
same algorithm.

The input to the first round is RE s || LE s, which is equal to the 32-bit swap of

the output of the sixteenth round of the encryption process.



Output (plaintext)
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e Now we would like to show that the output of the first round of the decryption
process is equal to a 32bit swap of the input to the sixteenth round of the encryption

process. Consider the encryption process.

LE\s = RE;;s
RE\ = LE;s® F(REs, Kig)
On the decryption side,
LD, = RDy = LE\g = RE;s
RD, = LDy ® F(RDy, K;z)
= RE\® F(RE,s, Kig)
= [LE s ® F(REs, K15)] ® F(RE5, K1)
The XOR has the following properties:
[A@B]|&C=Aa[B&(C]
DaD =10
E®@0=E

e Thus, we have LD, = RE s and RD, = LE,s. Therefore, the output of the first

round ofthe decryption process is RE ;s |LE\s, which is the 32-bit swap of the

input to the sixteenth round of the encryption. For the ith iteration ofthe
encryption algorithm,

LE; = RE,_,
RE, = LE;, ,®F(RE;_|.K})
Rearranging terms:
RE;_, = LE;
LE; , = RE;®F(RE,_,.K;) = RE;®&F(LE, K;)

Finally, we see that the output of the last round of the decryption process is

RE, || LE,. A 32-bit swap recovers the original plaintext, demonstrating the validity

of the Feistel decryption process.



DATA ENCRYPTION STANDARD

e The most widely used encryption scheme is based on the Data Encryption
Standard (DES) adopted in 1977 by the National Bureau of Standards, now the
National Institute of Standards and Technology (NIST). The algorithm itself is
referred to as the Data Encryption Algorithm (DEA).

e For DES, data are encrypted in 64-bit blocks using a 56-bit key. The algorithm
transforms 64-bit input in a series of steps into a 64-bit output.The same steps,
with the same key, are used to reverse the encryption.

DES Encryption

The overall scheme for DES encryption is illustrated in Figure 3.5. As with
any encryption scheme, there are two inputs to the encryption function: the
plaintext to be encrypted and the key. In this case, the plaintext must be 64 bits in
length and the key is 56 bits in length.
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64-bit plaintext 64-bit key

o e i e - _\i
Jooonnnnnn i Y Jeoooooens J
l Initial permutation ' Permuted choice 1
A7 64 56
Y -
I\] 48 56 : -
Round 1 Permuted choice 2 Left circular shift
464 56
A

K, as 56
Round 2 ~ Permuted choice 2 | Left circular shift

i ¥

K, 48 56
l Round 16 " 16 o I Permuted choice 2 '(/l Left circular shift '

Y

l 32-bit swap '

4764 bits
Y
Inverse initial

permutation

N yrerrssnee ¥

—
64-bit ciphertext

Figure 3.5  General Depiction of DES Encryption Algorithm

e From the left-hand side of the figure, we can see that the processing of the
plaintext proceeds in three phases. First, the 64-bit plaintext passes through an
initial permutation (IP) that rearranges the bits to produce the permuted input.

e This is followed by sixteen rounds of the same function, which involves both
permutation and substitution functions. The output of the last (sixteenth) round
consists of 64 bits that are a function of the input plaintext and the key.

e The left and right halves of the output are swapped to produce the preoutput.
Finally, the preoutput is passed through a permutation that is the inverse of the

initial permutation function, to produce the 64-bit ciphertext.



e The right-hand portion of Figure 3.5 shows the way in which the 56-bit key is
used. Initially, the key is passed through a permutation function. Then, for
eachof the sixteen rounds, a subkey (Ki ) is produced by the combination of a
left circular shift and a permutation.

e The permutation function is the same for each round, but a different subkey is

produced because of the repeated shifts of the key bits.

INITIAL PERMUTATION

e The initial permutation and its inverse are defined by tables, as shown in
Tables 3.2a and 3.2b, respectively. The input to a table consists of 64 bits
numbered from 1 to 64.The 64 entries in the permutation table contain a
permutation of the numbers from 1 to 64.

e FEach entry in the permutation table indicates the position of a numbered input

bit in the output, which also consists of 64 bits. consider the following 64-bit

input M
Permutation Tables for DES
(2) Initial Permutation (IP)
58 50 42 34 26 18 10 2
60 52 44 36 28 20 12 4
62 54 46 38 30 22 14 6
64 56 48 40 32 24 16 8
57 49 41 33 25 17 9 1
59 51 43 35 27 19 11 3
61 53 45 37 29 21 13 5
63 55 47 39 31 23 15 7




(h) Inverse Initial Permutation {IP‘I}

40 8 48 16 56 24 64 32
39 7 47 15 55 23 63 31
38 6 46 14 54 22 62 30
37 5 45 13 33 21 6l 29
36 4 44 12 52 20 60 28
35 3 43 11 51 19 59 27
34 2 42 10 50 18 58 26
33 1 41 9 49 17 57 25
(c) Expansion Permutation (E)

32 1 2 3 4 5

4 5 6 7 8 B

8 9 10 11 12 13

12 13 14 15 16 17

16 17 18 19 20 21

20 21 22 23 24 25

24 25 26 27 28 29

28 29 30 31 32 1

M, M, M M, Ms M, M, Ms
My My, My My Mz My, Ms M
My; Myg My My My My My My
Mss  Mss Moy Mg My Mz Mz M
Mss My Mis May May Max Mio Mg
My, My My My My My My Mg
My Msy Msy Msy; Mss Msy Mss Msg
Msy Msg Msg Mgy Mg Mgz Mez Mgy

where M, is a binary digit. Then the permutation X = (IP(M) is as follows:

Mss Msy My Miy My, My My, M,
Moy Msy My My My My Mys M,
My Msy My My My My My M,
Mg Msy My My My My My Mg
Ms My My My My My My M,
Mso Ms; My Mss My My My, Ms
Mg, Msy My My My My My Ms
Moz Mss My My My My Mys M



If we then take the inverse permutation Y = IP'(X) = IP~'(IP(M)), it can

be seen that the original ordering of the bits is restored.

DETAILS OF SINGLE ROUND
The internal structure of a single round is shown in the figure. The left and
right halves of each 64-bit intermediate value are treated as separate 32-bit

quantities, labeled L (left) and R (right).

-<— 32 bits —= <— 32 hits —= -<— 28§ hits —»= -<— 2§ bits —

L, R, (O D;_,
,I' ———————— B 1
Expansion/permutation Left shift(s) Left shift(s)
(E table)
,{;43 —‘j
F @1 KI- \ Permutation/contraction

|
|
|
|
|
|
|
|
|
|
I \ (Permuted choice 2)
|
/ : A48
) I Y
I
|
|
|
|
|
|
|
|
|
|
|
|

rH

-

48

Substitution/choice
(S-box)

AR
Y

Permutation
P

E
E

Figure 3.6 Single Round of DES Algorithm

As in any classic Feistel cipher, the overall processing at each round can be

summarized in the following formulas:



l; = R, 4
R =L, 19 FMR_1.K;)

e The round key 1s 48 bits. The input is 32 bits. This input is first expanded to
48 bits by using a table that defines a permutation plus an expansion that involves
duplication of 16 of the bits (Table 3.2¢).

e The resulting 48 bits are XORed with K; . This 48-bit result passes through a
substitution function that produces a 32-bit output, which is permuted as in Table
3.2d.The role of the S-boxes in the function F is illustrated in Figure 3.7.

e The substitution consists of a set of eight S-boxes, each of which accepts 6

bits as input and produces 4 bits as output.

[ RGzbi ]
48 Fits D K{48I bits)
\I/
b)) (5) () (2 (8 (o Ca)

32 bits

These transformations are defined in Table 3.3, which is interpreted as
follows:
e The first and last bits of the input to box form a 2-bit binary number to select

one of four substitutions defined by the four rows in the table for S;.



e The middle four bits select one of the sixteen columns. The decimal value in the
cell selected by the row and column is then converted to its 4-bit representation
to produce the output.

e For example, in S1, for input 011001, the row 1s 01 (row 1) and the column is
1100 (column 12).The value in row 1, column 12 is 9, so the output is 1001.

e Each row of an S-box defines a general reversible substitution.

¢ In the expansion table, you see that the 32 bits of input are split into groups of 4
bits and then become groups of 6 bits by taking the outer bits from the two
adjacent groups. For example, if part of the input word 1s

... efgh 15kl mnop ...
this becomes
... defghi hijklm Imnopq ...
The outer two bits of each group select one of four possible substitutions
(one row of an S-box). Then a 4-bit output value is substituted for the particular 4-
bit input (the middle four input bits). The 32-bit output from the eight S-boxes is
then permuted, so that on the next round, the output from each S-box immediately

affects as many others as possible.

KEY GENERATION
e From the Figures 3.5 and 3.6, we see that a 64-bit key is used as input to the
algorithm. The bits of the key are numbered from 1 through 64; every eighth
bit is ignored, as indicated in Table 3.4a.
e The key is first subjected to a permutation governed by a table labeled
Permuted Choice One (Table 3.4b).The resulting 56-bit key is then treated as
two 28-bit quantities, labeled C, and D, .



At each round, C;, and D,, are separately subjected to a circular left shift or

(rotation) of 1 or 2 bits. These shifted values serve as input to the next round.

011001
Definition of DES S-Boxes

14 4 13 1 2 15 11 8 3 10 (§] 12 5 9 0 7
. 0 15 T 4 14 2 13 1 10 6 12 11 9 5 3 8
Si 4 1 14 8 13 6 2 11 15 12 9 7 3 10 5 0
15 12 8 2 4 9 1 7 5 11 3 14 10 0 5] 13
15 1 8 14 5] 11 3 4 9 T 2 13 12 0 5 10
. 3 13 4 7 15 2 8 14 12 0 1 10 [V 9 11 5
S 0 14 T 11 10 4 13 1 5 8 12 (5] 9 3 2 15
13 8 10 1 3 15 4 2 11 6 T 12 0 5 14 9
10 0 9 14 () 3 15 5 1 13 12 7 11 4 2 8
. 13 7 0 9 3 4 6 10 2 8 5 14 12 11 15 1
S3 3 [\ 4 9 & 15 3 1] 11 1 2 12 5 10 14 T
1 10 13 0 (] 9 8 7 4 15 14 3 11 5 2 12
7 13 14 3 0 (] 9 10 1 2 8 5 11 12 4 15
. 13 8 11 5 (5] 15 0 3 4 7 2 12 1 10 14 9
S4 10 6 9 0 12 11 7 13 15 1 3 14 5 2 8 4
3 15 0 ] 10 1 13 8 9 4 5 11 12 7 2 14
2 12 4 1 7 10 11 (] 8 5 3 15 13 0 14 9
. 14 11 2 12 4 T 13 1 5 0 15 10 3 9 & 6
Ss 4 2 1 11 10 13 7 8 15 9 12 5 [ 3 0 14
11 8 12 T 1 14 2 13 6 15 0 9 10 4 5 3
12 1 10 15 9 2 6 8 0 13 3 4 14 7 5 11
. 10 15 4 2 7 12 9 5 [\ 1 13 14 0] 11 3 &
Se 9 14 15 5 2 8 12 3 7 0 4 10 1 13 11 (]
4 B 2 12 9 5 15 10 11 14 1 7 [ 0] & 13
4 11 2 14 15 0 8 13 3 12 9 7 5 10 6 1
. 13 0 11 7 4 9 1 10 14 3 5 12 2 15 8 6
S7 1 4 11 13 12 3 7 14 10 15 (5] 8 0 5 9 2
6 11 13 8 1 4 10 7 9 5 0 15 14 2 3 12




13 2 8 4 6 15 11 1 10 9 3 14 5 0 12 7
| 1 15 13 8 10 3 7 4 12 5 6 11 0 14 9 2
S8 7 11 4+ 1 9 12 14 2 0 6 10 13 15 3 5 8
2 1 14 7 4 10 8 13 15 12 9 0 3 6 11
DES Decryption

encryption, except that the application of the sub keys is reversed.

DES Key Schedule Calculation

(a) Input Key

1 2 3 4 5 6 7 5
9 10 11 12 13 14 15 16
17 18 19 20 21 22 23 24
25 26 27 28 29 30 31 32
33 34 35 36 37 35 39 40
41 42 43 44 45 46 47 48
49 50 51 52 53 54 55 56
57 58 59 60 61 62 63 64
(b) Permmted Choice One (PC-1)

57 49 41 33 25 17 9
1 58 50 42 34 26 18
10 2 59 51 43 35 27
19 11 3 60 52 44 36
63 55 47 39 31 23 15
7 62 54 46 38 30 22
14 6 61 53 45 37 29
21 13 5 28 20 12 4
(¢) Permuted Choice Two (PC-2)

14 17 11 24 1 5 3 28
15 6 21 10 23 19 12 4
26 8 16 7 27 20 13 2
41 52 31 37 47 55 30 40
51 45 33 48 44 49 39 56
34 53 46 42 50 36 29 32

As with any Feistel cipher, decryption uses the same algorithm as




The Avalanche Effect

A desirable property of any encryption algorithm is that a small change in
either the plaintext or the key should produce a significant change in the ciphertext.
In particular, a change in one bit of the plaintext or one bit of the key should
produce a change in many bits of the ciphertext. This is referred to as the

avalanche effect.

01101000 10000101 00101111 01111010 00010011 01110110 11101011 10100100

with two Keys that differ in only one bit position:

1110010 1111011 1101111 0011000 0011101 0000100 0110001 11011100
0110010 1111011 1101111 0011000 0011101 0000100 0110001 11011100

Again, the results show that about half of the bits in the ciphertext differ and that
the avalanche effect is pronounced after just a few rounds.

Table 3.5 Avalanche Effect in DES

(a) Change in Plaintext (b) Change in Key
Number of bits Number of bits
Round that differ Round that differ
0 1 0 0
1 6 1 2
2 21 2 14
3 35 3 28
4 39 4 32
5 34 5 an
6 32 6 R
7 3l 7 35
B 29 8 34
9 42 o 40
10 44 10 38
11 32 11 31
12 30 12 a3
13 30 13 28
14 26 14 26
15 29 15 4

16 34 16 35
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Differential Propagation through Three Rounds of DES

( Ay I Ay = 40008 00 00 04 00 00 00 )

l

Ay = 04 00 00 00

"\\ Am) = 40 08 00 00

[

£

(A ey ) = 00 00 00 D0 Ay = 00 00 00 00
- f - p=L10

f{Am,, ,) = 40 08 00 00 Ay = 0400 00 00
- f p =025

( Amges Il Amya = 40 08 00 00 04 00 00 0D J

Figure 3.8 Differential Propagation through Three Rounds of DES
(numbers in hexadecimal)

Linear Cryptanalysis :
» It is the more recent development

» This attack is based on finding linear approximations to describe the transformations
performed in DES.

+ This method can find a DES key given 2* known plaintexts, as compared t02*” chosen
plaintexts for differential cryptanalysis. I

* tmay be easier to acquire known plaintext rather than chosen plaintext, leaves.

* For a cipher with n -bit plaintext and ciphertext blocks and m -bit key, let the plaintext
block be labeled P[1], ...P[n], the cipher text block C[1], .. C[n], and the key K[1], ... ,
K[m] . Then define




Ali, j, ..., k] = Ali] ®A[j] ®.. ®A[k]
» The objective of linear cryptanalysis is to find an effective linear equation of the form:
Plur....ca] ® Clpipa...po] = Klyip2. .y
(where x =0 or I; 1 <a;b <n; c <m ; and where the a,B,y terms represent fixed, unique bit
locations) that holds with probability p#£0.5.
* The further p is from 0.5, the more effective the equation.
* Once a proposed relation is determined, the procedure is to compute the results of the
left-hand side of the preceding equation for a large number of plaintext—ciphertext pairs.
o If the result is 0 more than half the time, assume K[, 2, ... ,]=0.
o Ifitis 1 most of the time, assume K[,y 4 ]=1.

» This gives us a linear equation on the key bits.




PRINCIPLES

[20]] Block cipher PESIEN -
Thaee Mjaccb» :
‘1) Re numbexr 9, }LocmheUa
H) a‘-&/%faﬂ % the ﬁ)undnm F
W) Rey Sehaduling.
_sES,, DergP Cutera
_,?Numbe)«_ dZ) ‘Eou_r')d/.’

__51])@?_ o d‘l) Funchien F
*Q)U,Lao Crateaa ‘BDT E

pes Dotfp O T
T T oatoua

.:Lut{df’ d), he &_boxes amel
’ﬂu:Ou.tPU-t 4 The 8- borard
| & 112 bil ]
®

Figure 3 Calculatian of FIR, K}

: : - €_hoxos Qua A% -ﬁn—{ﬂou:s g
- C“kwad;éi _T:;t % arua S—box Should  be oo Aise
1. No o
diras uockion Ha dnpat bk
2 fach At ) an S-box Should wclude all b
bt combepakbions.



Lenovo
Stamp


-

2 Tf hwoo lhr\ut&, Ao am &-box o\;ﬁ{‘cl n (’X‘adbﬂ g bd
Yhe ofps ™ ws b ‘h'H)C‘L tr adlast  hoo by .

TT hwo /ps lpan 8-lox ACM’Q o Yo e middle bk
exactly the ofpe must fh-{)'f)c" w  ableast hwoo b

T btwo ifps e am S box Afer v Then ‘bu'wt hoo bilg
and ate (denbcal (n e last  hoo by, the o a‘ubpui,s

must not ke the Same .

& T’g)‘ CU\L\ nenXelo L-but

YMORe ‘LH-saﬂ 8 r‘},“ifw 32 PCUL\,?. 7, .l/pg CYHb]Braw
LH exonce

a\..'_\ﬁt{)umca beliveen -U'ﬁpubs, N

cLLH\C wnee WK‘LU Yasult o e Same  ofp
T Thas 8 @ Cleuon Kinulay B The Provious one, bul ‘b‘m‘

Yhe cone ) Thwee S-boxes .

~ The  adbeva Aot the pearmutabon Pat as fretlotws -

| The -bowl. o_[p_k_w:\,\ som eaeh S-box aif Aound 4.

are Al iibalod . .. o
- 80 that toe ‘J}J “he m OJbﬁQd nucldle buy ‘%
Aound (i+l) amd the other bwo mﬁbad* end buls .
o middl bits = not Shared
end by > two Left -hand bik - shated with,
hwe Mcd&x—hrmd bJa :
O‘tldmt € -boxe;

Q. Tfu, -bou:l, md‘[’)wf b "})Tom each S _box a%e_ci- Aix
A tent S-boxes nThe next Reund amd no We affect
+he Rama  S-bex .

. ‘;}07 hwo S-boxus O,}G,L%Ovn olp bt T)mm S(J Qfﬁ'ﬁech a
middle bit ) Sk on te naext Round ,Then an o bt
‘ﬁmm S,( tannot o—b'ﬁed' a muddle bl dbgd

‘J: k, ofp bik %wm S’-d must Nt afpect @ middl bt ),

§
- 4o thowase e &Lﬁw“m dp the QL‘@""&_H"“’)' J

Number % ’Eourg_sx:

f
r

Ib- Aound DES

4 The Dealiv: Fhe number 9| undy, The moie dbfgﬁw\tlf@ls

Pcbboam f/\-'-d P tawa_La/;[j_s ,

55.
' ' ka b atted 7eq ey abons
chﬁ)c\cﬂ lyal C“a[’ th%ﬂbAwE o i‘i, . 5 9@“

A L “b%“h‘ml Hnak bnds ﬁtﬂ’m-




UA i EAL ‘ ko0 '
5 aing s aleua B eary [ dudgf_’?’?c )Stu_nﬁ‘fi«.

J). om a&acﬁ""’:’m- omd & pr’f\fcvu— Ax‘{)buuwtalﬂm%-ﬁrm

"D“Laf’_v”?) Funebion F

= vsrak -blade  ciphet

- \:\:o.,ml f"b
_ aes on Tthe e "‘7: 8 boxes -

D— & be nen lineox

X The ™€ no
A [aﬁ\abas{.s

f‘[/ln,Q.CU\- Fr

@ The rfbm 2 have 650&
S acha o one b a the oput gheuld produs <
chomnge o rﬂa.fud pls 4, R o@pui
— shick avalanrche eni T e ( SAC)
@ pdx I o nAence e\i‘wmicﬂcgm)_ |
s the cutpuk AT =g chege cﬂdaﬁﬂgﬁe‘d
ot CLﬂ-'-d ,%nal_; uDFwt bt L djvaﬁd,/JP‘L,J,K.
x ane & BIC 5 Afen —Tfmy%ccbexw% %-ﬁ’-acmwbwym
uncliion
¢ -Box EDp,/sf%n :
__P\rud c,\qam'ae"tn e qu)ul: vecJor t ap S-box B
Jesulk P s apdoon - Loelrg c)ncw\g% s e outpat
yelaliomshup 2wutd be noplinean emd A elt
te d—FFvﬂmmab. oD Lenoas =Eu.nc,han'>
mAc)thc,g
_ e 9 S- box .
¥ Ao nxm Q- box has n \/p Lo 4 mD/Pb%‘
—DES has Lx4 S-boxed
plewpish has 8x33 ¢ bexes
% Lorges S-Pe
orpes S-boxes, bbl ond .D_o.h.%e. , e mere yesitstart &

ifoanbal A lnear emqrranalyss



—-[a,h%a, e §-box , more O‘-vbb"w-u w Gt dunGe Na
)‘)f(.a[')akﬁa. .

XAy nxm Sobox censishs b 2P gows U ™ bis esch.

_The n b |Jp sedeet e 4 e Tows b E-box, Snd
9 &-box eplurmns Should be bent
CL‘QzQ C’Qa"‘ﬂ' ’g EDOLQQIYL,

x AN Kneat G.combu‘johm

— Bont vbt.mc):i onk GIL a;_z,Fe
_bLLﬁcj%aws —hak ase hs nenlinear dﬁmﬁma
\= W\:w}) mﬂ{lmaﬁi@l u.[l:wd.

G vavanted Avalanche . eoulensa (GA): |

| x Ap §-box ﬁaﬁi%@ﬁ: Gi A

[~ b Cp c!namae_, ar Agast Y ofP
a (oA sh the Jomge 4 ok
_ssom d,ﬁ[)wﬁm ch
.e,nf,umaﬁo?: @lﬁo’:‘#’m‘
Approachus o7 S-box dexgn

—_—

Random ¢
— Ude Aome Pj;e,udo'rmaam ﬂumloei an.a/LaHm o7
Reome table o), Aandom 0\48215 o aenaal’i e
enfies o the §-beer: 3" plnofh
2mall X  6X4 g khdch_{wdﬂdf
- Bmpwn‘buh an<dyz

lenge Sige €x82

Random wor iy wti”ﬁ’_.:
— Choole g _box onbies Sandomly | then text the sosulkg
+hete

arrsl yaroud e boua, | and Tthoow awoa

hat deo not pax:
Humam — made.:

_ mo_ha a‘PFmad\' t,ui[Bode ,@meJe pnectharnadt ¢

4o ﬂ,.UfFovt k.

- A.t”"ﬁb-tlk dm ]a.&.ae - bexas -
Malh-made :
| - Crerevalt ¢ _boxes aeeorM 5 malkemal tneples -
ey Seledule Algerrthmo: [ =

U XWilb amgy  Festal block cipher, Tho ke s Used T ﬁwmt-
»Mgﬂiﬁgd, for each sroumnd -
U A avamte. ke ) Gpheakaxk SAC £ BIC .




j[____—)fl'}i Block  QIPNER

MaDIE OrF

PLR/\T?ON

x The ODES
P:O\ﬁc{fr

algonlbhm

. basie

dala 8¢ ny t(':[

rl‘:ff mOth‘«S ,lz,

—z

‘l) ’f_kcﬁbﬂié C'OcllLDc’
i) Cipher Block d‘“‘"“”@
F@c\back Moch-

..] Cl hﬁ)\«
W Gp et

‘,-v) OLLtPU‘h F’-‘-ab
V) Gounley Mode -

Kk Mode

Mocke

buul Az na block, '}m‘

Table 6.1 Block Cipher Modes of Operation

Mode

Dhescription

Typical Application

Elestronie Coddelbassk (ECH)

Eack Block of b4 plaisiesr b
w entodad independesly using
the saess key

& Beiire lranksssion of
singh values (6. an
eneryplion Keyy

Cipher Block Chaining (CRC)

The ingail 8o The cnervplios
algorsthm = ke XOR of The g0
&4 Bats ol plainlest and he
puecceding &4 hils of ciphetexl.

Ciensgal-purpos: hlock-
ofienled Ll nifmsisn

Authealicatlion

Ciphes Feadback (CFB)

Isipiil is processed s Bis @l alime.
Precedmy ciplerexl is used i
il o e encrypiaon slporntlss

o peodice pesidorandom culgear,

wheh is XORed wath plaistcn 1o
pecduice nexl unilal sipkerer

ofienled Ll nifmsisn

Authentication

Cienegal-purpds: srcam-

Dhnpul Feedack (OFE)

Samilar us CFR. excepl I||l£ Il:u.-
Il o e W

Strcass-orenled

= the pracadeg m.:u'pll.um cilput,
and Ball Bk are el

5] OV Fang
channel e g satzlline
CxmmmA L e |

gggd'mm&

Coiinler CTR)

Each block of plastes s KRl
wilh an encrvpled coustee. The
edmslet @ intremented for cack
subseguest Biock.

& Cienesal-purpos: hlock-
ofienled Ll nifmsisn

& Lseful Tor high-speed
Eraunemeaty

Code book Mﬂdp‘:

g,mP,e}

_ ‘P?CLLD rf—x+
plock b

=1
nandled A b &b &
. m&UPL@-"L s

p\ asnlex

L] L

in) Encryption

Bme_ . and '-"—a-c’h'

ﬂa the Samma Koy

& o
I—i- EBcrypd
L


Lenovo
Stamp

Lenovo
Stamp


Cpde bpok = Foa a 8—.’yen Koy Thoe o e wngpe
&.'Flmhp_xt :fm‘ évb‘ﬂ ba-bk blods 4

Jarnkex L - |
¢ han bM b, The prowdute y

e bh-bif blodks, Pa.clé-rnj

X Yot o mesage Lenqer
Aimply to bacak ~The mersafe
the last blede iy neebayy.

I—lr Deorvpi I—i- Dhwcrypel L I—lr Decryp

3 k- B
ik} Decrypiisn

Elecimon Dodebook | BEOUH | Mode

" X% Deo PLLcm.
alw L‘bi“ﬁ e S K‘uﬂ ) bh-bit blodks,

- uence
e Uplaptext eonsish b e 7

ding A4
CcoTTedpon
PLp2 . o, PN “the por<t™
blodes U Cy, 00y -
% B mathod o Ledeal P
Auth as am ano;dpﬁan P‘““d - e <k
: ccronaly | ECB S
— 7o lansmuk a DE Kﬂ-ﬁ A ’
TT\DCAD- {3 ube -

%ﬁt::’m bA-bll  block o plassltenck , <, & oppesas

Jucos
move Than eprce cnthe metsege Q’Q‘mﬁ/s P
The Aame @ka@‘t'
ﬂ)&,advmtaﬂu‘

X Lcmxé’\f\ﬁ melsages Jhe Ecp vrecle M«U not be
Secune

wene % cip}mhaxb

Cn
r a Ahot amount o} dala



Lenovo
Stamp


2 Cipher  Plock L}ufnmj Mode -

- <M LAame ""L\';“‘ ext R&\l.

(
\ ' Shee A
- A !C-‘Z}‘m' we v LG \ | N
[ {’ r(t‘ 'll[ .\li‘fge \C!If ilrh‘:t}‘ \t }\( ‘l‘
x‘ calel [aFi 3 »
g —

. ‘,y\ L
Lmtujrtu,\ C\?-‘o)r hm

T dpur o e preding

c.b hﬂ:u; CLL\‘L;_nt P?;‘Lt})!\ \t b!v

Cerh\t block . » ’f\“’ -
_ e Samc }\u—i Tt )

e tie
'K‘ el C\ B wﬁl\mf te

.-“\ }\IDL »
l ]:ur\['(k‘t Hock,

\l\t F\'{\'ﬂei, )

b l ars)
X m.rl,ahncf patterns 4 B, 58
—% 9 AP
I_" Emryp I—I- wow o L

Eecrypi " ey
L L
T s ]

{a) Encryption

[ 1 - [ 1
£ L K K |
I_.' b l Dcrypi P I_.. Decrype
n ] 1

E} "{:: Lo ;
L
(b)) Dy plion

Figure 6.4 'il'lh-\. |‘|.-\.|.L|:|1|I'|I‘||"'I|.||‘I Miode

h Ha N (‘_Ldrat‘u on

SDB&LSPZae)L C—CFML block ¢s Pcmkd ﬂ
X
: - ccbhea bext blodk
o&acm%“" Noge& Y “he ,Tnecaclma F
_The Acsalt 8 s bkl Pté X

?vodu@» Hhe §
CJ Ex [C'J"’ ®PJ]
D [C] D [EK(C“’@U)]

J
= ¢ OF


Lenovo
Stamp


=

CJ'-J @DK [(Fj] . C @de @fj

b fj
ol blodk

(W) u >oRed wh Ih

L= CJ: hﬂ-lté)(_t , am
X TO P?Ocﬁuca. 'ﬂ:u_ )B F . ‘b%t
u b alizabon veclor
blode ) Flcuhl'ent . |
x O Ae P[la-n ,'ﬁ’u WA XDR_Q_QP an”‘)
) N

“the aﬁmwsztu}n a\(jm}'ﬁ?»m Iz Aecover —the

d Plaintext:

= both the senser
N as The Ky

e outpud )
%mt blo Jo

A@ e CRAVEL -

A
* Sheuwld be P .
“he WV Lufma Fc® enaUdPLL(m,

he WV

tech 4 L
Rearem ;E’g’f pre gg ; N T
@P}?onﬂnt LS a ble &D o i

D an

L

th+o Lu‘m.a

O,?sze.nl;—
Jont bloele
C', :EKOV&) P') | .
x[(] » (th bk b e Lu- b ﬂ/uc.m Y
p Iil= vli] @O« (c) 1]

sing The propexties 4 MOR , ‘ b il
: Wle]'@ P (¢)[J

—_ 3&‘i’?cli nﬁ

o abl
A Vlaﬁnt&x{:.

Bl =
* ﬂ?-b an ©pponent Can Vredic):abtﬁ C\'ﬁamae blg @ LV,
“The LcT're,&FOnAina bli 9 the veceived yalue & P oean be
Advamtages

* thu-r\.l.na rrochaniam = ‘~’r’~[’177't>]TJ""QT“*!1 WDAD- “507 epu‘dPl’ina
mmoﬁu % Lu\;d-ﬁ-, %qea_b_j:. than bl bda
x To achiave wnbe‘cia-nl'ialﬁl’g

A Used f)o“ authenbebon .



3. Cipher Feedback(CFB):

e [t is assumed that the unit of transmission is bits; a common value 1s . As with
CBC, the units of plaintext are chained together, so that the ciphertext of any
plaintext unit is a function of all the preceding plaintext.

e In this case, rather than blocks of bits, the plaintext is divided into segments of
bits.

e The message is treated as a stream of bits that is added to the output of the block
cipher.

e The result is feedback for the next stage.

Cn
Shift register Shift register
B — 5 bits | s bits B — s bits |5 bits
K K K
I—> Encrypt I—b Encrypt I—; Encrypt
Select| Dizcard Select| Dizcard Select| Dizeard
Shis| boshis | ShiE| o puts Toi | ors s |
s bits 5 i N 5 bits
b b
h 4 ¥
[C}— [er]
5 hits 5 hits 5 hits
(a) Encryption
Cr1
- — l
Shift register
b —s Htfﬁ s hits
K
Encrypt I—; Encrypt
ekect SCAr ekect Scard
5 bits | & —s bits 5 hiﬁ
- & =
& él T
L ke S o K20
5 hits & hits
L ) 4
Py Py
5 hits s hits

{b) Decryption

Figure: s bit Cipher Feedback mode(CFB)

Encryption:

* The input to the encryption function is a b-bit shift register initially set to some
initialization vector (IV).

* The leftmost s bits of the output of the encryption function are XORed with the first
segment of plaintext P1 to produce the first unit of ciphertext C, which is then
transmitted.

* The contents of the shift register are shifted left by s bits, and CI1 is placed in the
rightmost s bits of the shift register.

* This process continues until all plaintext units have been encrypted.




Decryption:

*  The same scheme is used, except that the received ciphertext unit is XORed with the output of
the encryption function to produce the plaintext unit.

Let MSBs(X) be defined as the most significant bits of X. Then
C, = F, o M5B [E(K, IV})]

Fy = C, 3 M5B |E(K, IV)]

Define CFB:
L =iv I, =1v
i L, =L8B_{I- )| C-y j=2, ....N [ =LS8By-li- ) 1C1 j=2,....N
0, = E(K., I) Jj=1 ...,1 N & = E(K. ) ji=1...,1 N
C, =P,pMSB(O) j=1,...N | P =C@MSB(O) j=1..N
Advantages:

e Appropriate when data arrives in bits/bytes.
e It is the most common stream mode.

Disadvantages:
e The need to stall while you do block encryption after every n-bits.
e Note that the block cipher is used in encryption mode at both ends.
e Errors propagate for several blocks after the error.

4. Output Feedback Mode(OFB):
e [t is similar in the structure of CFB.
e [t is the output of the encryption function that is fed back to the shift register in OFB,
whereas in CFB, the ciphertext unit is fed back to the shift register.
e The difference is that the OFB mode operates on full blocks of plaintext and ciphertext,
not on an s-bit subset.

E I Nonce I E
(] L]
] ]
(] ]
'K ! K r ‘ K ¥ '
E |—>- Encrypt |—>- Encrypt P |—>- Encrypt .
: '
L L L L L L L L e I L L L L L L L L L L R T e ol

¥ ¥ ¥

P P v,

hd ¥ L
| Cy | | C | | Cy I

(a) Encryption




OFB has the structure of a typical stream cipher, because the cipher generates a stream
of bits as a function of an initial value and a key, and that stream of bits is XORed with
the plaintext bits.
The generated stream that is XORed with the plaintext is itself independent of the
plaintext
Encryption can be expressed as

C=F@EEKI[CG® P

Decryption
PI =C i + E{ K | C 11E P 1 I )

...................................................................... .
1 i
: i
1 I Nonce I '
' [
i L]
1 [
K ¥ K ¥ ‘ K ¥ '
1 i
E |—> Encrypt |—> Encrypt .. |—> Encrypt |}
; :
]

(b) Decryption

Define OFB:

I, = Nonce I, = Nonce

=0 i=2 ....N L =188, (I )| Cy j=2.....] N
OFB O =EKI j=1..N 0, = E(K.[) =1L ... N

C=P3o0o j=1..N-1 P=CoHo0 i=1 -1

Cy = Py @ MSBL(Oy) Py = Cy B MIB(Oy)

The OFB mode requires an initialization vector.

In the case of OFB, the IV must be a nonce;

o that is, the IV must be unique to each execution of the encryption operation.

The reason for this is that the sequence of encryption output blocks, depends only on the
key and the IV and does not depend on the plaintext.

Therefore, for a given key and IV, the stream of output bits used to XOR with the stream
of plaintext bits is fixed.

If two different messages had an identical block of plaintext in the identical position,
then an attacker would be able to determine that portion of the stream.




Advantages:

e Bit errors in transmission do not propagated.
o Ex:
= [fabit error occurs in , only the recovered value of is affected;
subsequent plaintext units are not corrupted.
Disadvantages:
e More vulnerable to message stream modification attack.

5. Counter Mode(CTR):

e The counter equal to the plaintext block size is used.
e The counter value must be different for each plaintext block that is encrypted.
e The counter is initialize to some values, then will be incremented by one for each
subsequent block.(modulo 2°, b is block size)
Encryption:
e The counter is encrypted and XORed with the plaintext block to produce the ciphertext
block.
e There is no chaining.
Decryption:
e The same sequence of counter values is used, with each encrypted counter XORed with
the ciphertext block to recover the corresponding plaintext block.
o the initial counter value must be made available for decryption.

L]
| Counter 1 |

| Counter 2 |

| Counter N |'

E & L K L 4 K w i
E I—» Encrypt I—» Encrypt .. |_> Encrypt
S N Y B ;
", D
L4

(ay Encrvption

| Counter 1 |

I Counter 2 |

| Counter N |:

I_, Encrypt . e

(b)) Decrvption




Define CTR:

C=P@EKT) j=1..N-1|P=C@EKT) j=1..N—1

Cy = Py @ MSB,[E(K. Ty)] W = Cy @ MSB,[E(K, Ty)]

CTR

* The initial counter value must be a nonce;
o that is, must be different for all of the messages encrypted using the same key.

e All values across all messages must be unique.

* a counter value is used multiple times, then the confidentiality of all of the plaintext
blocks corresponding to that counter value may be compromised

* To ensure the uniqueness of counter values is to continue to increment the counter value
by 1 across messages.

* That is, the first counter value of the each message is one more than the last counter
value of the preceding message.

Advantages:
e Hardware efficiency

o Encryption (or decryption) in CTR mode can be done in parallel on multiple
blocks of plaintext or ciphertext.

o The throughput is only limited by the amount of parallelism that is achieved.

e Software efficiency

o opportunities for parallel execution in CTR mode,

o processors that support parallel features, such as aggressive pipelining, multiple
instruction dispatch per clock cycle, a large number of registers, and SIMD
instructions, can be effectively utilized.

e Preprocessing

o preprocessing can be used to prepare the output of the encryption boxes that feed

into the XOR functions,
e Random access
o The th block of plaintext or ciphertext can be processed in random-access
fashion.
e Provable security
o CTR s at least as secure as the other modes
e Simplicity

o CTR mode requires only the implementation of the encryption algorithm and not

the decryption algorithm
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Table 5.1 NIST Ewaluation Criteria for AES (September 12, 1997) (page 1 of 2)

SECURITY

*Actual security: compared to other submatted algonthms (at the same key and block size).

*Randomness: The extent to which the algorithm output 1s indistinguishable from a random
permutation on the input block.

*Soundness: of the mathematical basis for the algorithm's secunty.

*Other security factors: raised by the public during the evaluation process, including any
attacks which demonstrate that the actual security of the algorithm 1s less than the strength
claimed by the submuitter.
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COST

*Licensing requirements: NIST intends that when the AES is 1ssued, the algorithm(s)
specified in the AES shall be available on a worldwide, non-exelusive, rovalty-free basis.

*Computational efficieney: The evaluation of computational efficiency will be applicable to
both hardware and software implementations. Round 1 analysis by NIST will focus
primarily on software implementations and specifically on one key-block size combination
(128-128); more attention will be paid to hardware implementations and other supported
key-block size combinations during Round 2 analysis. Computational efficiency essentially
refers to the speed of the algorithm. Public comments on each algorithm's efficiency
(particularly for various platforms and applications) will also be taken into consideration by
NIST.

shemory requirements: The memory required to implement a candidate algorithm--for
both hardware and software implementations of the algorithm--will also be considered
during the evaluation process. Round 1 analysis by NIST will focus primarily on software
implementations; more attention will be paid to hardware implementations during Round 2.
Memory requirements will include such factors as gate counts for hardware
implementations, and code size and EAM requirements for software implementations.

ALGORITHM AND IMPLEMENTATION CHARACTERISTICS

sFlexihility: Candidate algorithms with greater flexibility will meet the needs of more users
than less flexible ones, and therefore, inter alia, are preferable. However, some extremes of
functionality are of little practical application (e.g., extremely short key lengths); for those
cases, preference will not be given. Some examples of flexibility may include (but are not
limited to) the following:

a. The algorithm can accommodate additional key- and block-sizes (e g, 64-bit block
sizes, key sizes other than those specified in the Mimimum Acceptability Requirements
section, [e.g_, keys between 128 and 256 that are multiples of 32 bits, ete ])

b. The algorithm can be implemented securely and efficiently in a wide variety of
platforms and applications (e g_, 8-bat processors, ATM networks, voice & satellite
communications, HDTV, B-ISDN, etc.).

¢. The algorithm can be implemented as a stream cipher, message authentication code
(MAC) generator, pseudorandom number generator, hashing algonithm, ete.

sHardware and software suitability: A candidate algorithm shall not be restrictive in the
sense that it can only be implemented in hardware. If one can also implement the algorithm
efficiently in firmware, then this will be an advantage in the area of flexibility.

s«Simplicity: A candidate algorithm shall be judged according to relative simplicity of design.

Table 5.2 Final NIST Evaluation of Rijndael (October 2, 2000) (page 1 of 2)

General Security
Findael has no known security attacks. Riyndael uses S-boxes as nonlinear components.
Rindael appears to have an adequate security margin, but has received some enticism
suggesting that 1ts mathematical structure may lead to attacks. On the other hand, the simple
structure may have faecilitated its security analysis during the timeframe of the AES
development process.

Software Implementations
Rijndael performs encryption and decryption very well across a variety of platforms,
including 8-bit and 64-bit platforms, and DSPs. However, there 15 a decrease mn performance
with the higher key sizes because of the increased number of rounds that are performed.
Fiyndael’s high inherent parallelism facilitates the efficient use of processor resources,
resulting 1n very good software performance even when implemented 1n a mode not capable
of interleaving. Rijndael’s key setup time 1s fast.
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Restricted-Space Environments
In general, Rijndael 1s very well suited for restricted-space environments where either
encryption or decryption 1s implemented (but not both). It has very low RAM and ROM
requirements. A drawback 1s that ROM requirements will inerease if both encryption and
decryption are implemented stmultaneously, although it appears to remain suitable for these
environments. The key schedule for decryption 1s separate from encryption.

Hardware Implementations
Rijndael has the highest throughput of any of the finalists for feedback modes and second
highest for non-feedback modes. For the 192 and 256-bat key sizes, throughput falls in
standard and unrolled implementations because of the additional number of rounds. For fully
pipelined implementations, the area requirement increases, but the throughput 1s unaffected.

Attacks on Implementations
The operations used by Rijndael are among the easiest to defend against power and timing
attacks. The use of masking techmques to provide Riyndael with some defense against these
attacks does not cause significant performance degradation relative to the other finalists, and
its RAM requirement remains reasonable. Rijndael appears to gain a major speed advantage
over its competitors when such protections are considered.

Encryption vs. Decryption
The encryption and decryption functions in Rijndael differ. One FPGA study reports that the
implementation of both encryption and decryption takes about 60% more space than the
implementation of encryption alone. Riyndael’s speed does not vary sigmficantly between
encryption and decryption, although the key setup performance 1s slower for deeryption than
for encryption.

Key Agility
Rijndael supports on-the-fly subkey computation for encryption. Rijndael requires a one-time
execution of the key schedule to generate all subkeys prior to the first decryption with a
specific key. This places a slight resource burden on the key agility of Rijndael.

Other Versatility and Flexability
Rijndael fully supports block sizes and key sizes of 128 bats, 192 bits and 256 bits, in any
combination. In principle, the Rijndael structure can accommodate any block sizes and key
sizes that are multiples of 32, as well as changes in the number of rounds that are specified.

Potential for Instruction-Level Parallelism
Rijndael has an excellent potential for parallelism for a single block encryption.
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» The input to the encryption and decryption algorithms is a single 128-bit block.

» This block is depicted as a square matrix of bytes.

« This block is copied into the State array, which is modified at each stage of
encryption or decryption.

» After the final stage, State is copied to an output matrix.

iy | iny | g | ing: 5o | So0 [PFaa| Fos Soo | sou | Saa | 5o ouly | outy | outy | outy;

ay | in; | g | ing, TR BT Sio | s LRz 5 auly | outs | oty | cury

oy | i | ey | o, Ef EN . s, | E; ouly | out, | out, | out,

iy | iy | dmgy | ings I Sag | 530 | Jaa | s aily | out; |autyy | outys

(a) Input, state array, and output

* Similarly, the key is depicted as a square matrix of bytes.
» This key is then expanded into an array of key schedule words.

ks Ky ky ky
% A
g | owy | wn * e s | 1w
ks ks ki | ki
[ S

{b) Kev and expanded key

» Each word is four bytes, and the total key schedule is 44 words for the 128-bit key.
* Note that the ordering of bytes within a matrix is by column.

o Example, the first four bytes of a 128-bit plaintext input to the encryption cipher
occupy the first column of the in matrix, the second four bytes occupy the second
column, and so on.

o Similarly, the first four bytes of the expanded key, which form a word, occupy
the first column of the w matrix.

Comments about the overall AES structure.
1. One noteworthy feature of this structure is that it is not a Feistel structure.

AES instead processes the entire data block as a single matrix during each round
using substitutions and permutation.
2. The key that is provided as input is expanded into an array of forty-four 32-bit words,
w[i]. Four distinct words (128 bits) serve as a round key for each round
3. Four different stages are used, one of permutation and three of substitution:
* Substitute bytes: Uses an S-box to perform a byte-by-byte substitution of the block
* ShiftRows: A simple permutation
* MixColumns: A substitution that makes use of arithmetic over
* AddRoundKey: A simple bitwise XOR of the current block with a portion of the expanded
key
4. The structure is quite simple. For both encryption and decryption, the cipher begins with
an AddRoundKey stage, followed by nine rounds that each includes all four stages, followed
by a tenth round of three stages.
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Figure 5.4 AES Encryption Round

5. Only the AddRoundKey stage makes use of the key.
* For this reason, the cipher begins and ends with an AddRoundKey stage.
* Any other stage, applied at the beginning or end, is reversible without
knowledge of the key and so would add no security.
6. The AddRoundKey stage is a form of Vernam cipher and by itself would not be
formidable.

» The other three stages together provide confusion, diffusion, and nonlinearity, but by
themselves would provide no security because they do not use the key.We can view
the cipher as alternating operations of XOR encryption (AddRoundKey) of a block,
followed by scrambling of the block (the other three stages), followed by XOR
encryption, and so on.This scheme is both efficient and highly secure.

7. Each stage is easily reversible.

* For the Substitute Byte, ShiftRows, and MixColumns stages, an inverse function is
used in the decryption algorithm.

* For the AddRoundKey stage, the inverse is achieved by XORing the same round key
to the block, using the result that .

8. The decryption algorithm makes use of the expanded key in reverse order.

» However, the decryption algorithm is not identical to the encryption algorithm.

» This is a consequence of the particular structure of AES.

9. Once it is established that all four stages are reversible, it is easy to verify that decryption
recover the plaintext.

* Encryption and decryption going in opposite vertical directions.

does




* At each horizontal point (e.g., the dashed line in the figure), State is the same for both
encryption and decryption.
10. The final round of both encryption and decryption consists of only three stages.
* Again, this is a consequence of the particular structure of AES and is required to
make the cipher reversible.

AES TRANSFORMATION FUNCTIONS
Four transformations used in AES. For each stage, we describe the forward (encrypt
algorithm, the inverse (decryption) algorithm, and the rationale for the stage.

1. Substitute Bytes Transformation
FORWARD AND INVERSE TRANSFORMATIONS
a) The forward substitute byte transformation, called SubBytes, is a simple table lookup.

¥
T

S-box

(@) Substitute byte transformation

* AES defines a matrix of byte values, called an S-box, that contains a permutation of
all possible 256 8-bit values.

Iable 5.2 AES S-Boxes

0 1 2 3 4 5 6 7 8 9 A B C D E F

63 | 7C | 77T 7B | F2 | 6B | 6F | C5 | 30 | 01 67 [ 2B [ FE | D7 | AB | 76
CA| 8 |C9|7D(FA |59 | 47 | FO |AD | D4 [ A2 | AF | 9C | A4 | 72 | OO
B7 |FD | 93 [ 26 | 36 | 3F | F7 |CC | 34 [ AS | E5 | Fl 71 | D8 [ 31 iy
04 |C7 | 23 (C3 (18| 9 | 05 |9A | O7 ( 12 | 80 | E2 |EB | 27 | B2 [ 75
09 | 83 |2C (1A (1B | 6E | 5A | AD | 52 (3B (D6 | B3 | 29 | E3 | 2F | 84
53 |Dl1 |00 (ED| 20 | FC| Bl | 5B ([6A [CB |BE | 39 | 4A | 4C ( 58 | CF
DO | EF |AA|FB | 43 | 4D | 33 | 85 45 ( F9 [ 02 | 7F | 50 | 3C | 9F | AR
51 | A3 | 40 [ 8F | 92 | 9D | 38 | F5 | BC | B6 (DA | 21 10 | FF | F3 | D2
CD|0C |13 |EC|S5F ( 97 | 44 | 17 |C4 | A7 (7E |3D | 64 | SD | 19 | 73
60 | 81 4F (DC| 22 |2A | 9 | 88 [ 46 ( EE | B8 | 14 | DE | 5E | 0B | DB
EO | 32 |3A (DA (49 | 06 | 24 |SC (C2 (D3 |AC | 62 | 91 95 | E4 | 79
E7 | C8 | 37 |[6D (8D (D5 | 4E | A9 | 6C | 56 | F4 | EA | 65 | 7TA | AE | 08
BA| 78 | 25 |2E (1C [ A6 | B4 | Co | E8 |DD| 74 | IF | 4B | BD | 8B | 8A
70 | 3E | B5 [ 66 | 48 | 03 | F6 | OE | 61 35 57 | B9 | 86 | C1 | 1D | 9E
El | F8 | 98 | 11 69 (D9 (8E | 94 | 9B | 1IE | 87 ( E9 |CE | 55 | 28 | DF
S8C | Al | 8 | 0D |BF | E6 | 42 | 68 | 41 9 (2D [ OF | BO | 54 | BB | 16

(a) S-box

ARG RN -1 B A - I - R S R S

ion)



» Each individual byte of State is mapped into a new byte in the following way:
o The leftmost 4 bits of the byte are used as a row value and the rightmost 4 bits are
used as a column value.
o These row and column values serve as indexes into the S-box to select a unique
8-bit output value.
» Ex: The hexadecimal value’ {95} references row 9, column 5 of the S-box,
which contains the value {2A} . Accordingly, the value {95} is mapped into
the value {2A} .

Example of the SubBytes transformation:

EA | 04 | 65 | 85 87 | F2 | 4D | 97
83 | 45 | 5D | 96 EC | 6E | 4C | 90
5C | 33 [ 98 | BO e 4A | C3 | 46 | E7
FO | 2D [AD | C5 [ 8C | D8 | 95 | A6

Construction of S-Box:

1. Initialize the S-box with the byte values in ascending sequence row by row. The first row
contains {00}, {01}, {02}, ...... , {OF} ; the second row contains {10}, {11}, etc.; and so on.
Thus, the value of the byte at row y , column x is {yx} .

2. Map each byte in the S-box to its multiplicative inverse in the finite field GF(2)* ; the
value {00} is mapped to itself.

3. Consider that each byte in the S-box consists of 8 bits labelled (b7, b6, b5, b4, b3, b2, bl,
b0) . Apply the following transformation to each bit of each byte in the S-box:

b.r' = br’ (‘B‘ b{.r'—-i} mod8 (‘B b(.r'+53 mod# @ b[f’+6: mod 8 ({? b{!—?} mod8 (‘E € (5.1

where is the ith bit of byte ¢ with the value {63} ; that is, (c7c6¢c5c4c3c2clc0) =(01100011) .

» The prime(‘) indicates that the variable is to be updated by the value on the right.
* The AES standard depicts this transformation in matrix form as follows.

bi 1000 1 1 1 1][bg 1
b; 1 1000 1 1 1]|]|b 1

b5 1 11000 1 1]]b 0

bil {1 1 1 100 0 1|\byf 10 5.2)
bj 1 11 1 10 0 0|bs 0

b! 001 1 11 10 0}]bs 1

b. 001 1 1 1 1 0f]b, 1

b5l oo o 1 1 11 1)[p] [0

» FEach element in the product matrix is the bitwise XOR of products of elements of
one row and one column.

e Furthermore, the final addition is a bitwise XOR.
o the bitwise XOR is addition in GF(2%) .

Example, consider the input value{95}
+ The multiplicative inverse in GF(2%)is {95}-1 = {8A} , which is 10001010 in binary.




1 o000 111 170 1 1 1 0
110001 1 1||1 1 0 1 1
1 11000 1 1/[0 0 0 0 0
1 11100 0 1]|1 0 1 0 1
111100 ollol®lo]7]0|®0]7]o0
01 11110 0f[o0 1 0 1 1
001 1 1 1 1 0[]0 1 1 1 0
o oo 1 1 1 1 1]JL1] [o] Lo [o] [o]

The result is {2A} , which should appear in row {09} column {05} of the S-box.
This is verified by checking Table

b) The inverse substitute byte transformation, called InvSubBytes, makes use of the
inverse S-box

0 1 2 3 4 5 6 7 8 9 A B & D E F

52 |09 |6A (D5 | 30 ( 36 | AS | 38 | BF | 40 [ A3 | 9E | 81 | F3 | D7 | FB
JC | E3 | 30 | 82 | 9B (2F | FF | 87 | 34 | 8E | 43 | 4 (C4 |DE| E9 | CB
54 |7B | 94 [ 32 | A6 (C2 | 23 |3D |EE |4C | 95 | 0B | 42 | FA | C3 | 4E
08 |2E | A1 |66 | 28 (D9 | 24 | B2 | 76 | SB [ A2 | 49 (6D | 8B | D1 | 25

72 | F8 | F6 | 64 | 8 [ 68 | 98 | 16 | D4 | A4 | 5C | CC [ SD | 65 | Bo
6C | 70 | 48 | 50 | FD (ED | B9 |[DA | 5E | 15 | 46 | 57 | A7 | 8D | 9D
9 | D8 |AB| 00 | 8 (BC| D3 |0A | F7 | E4 | 58 | 05 ( B8 | B3 | 45
DO |2C |1IE | 8F |CA|3F |OF | 02 | C1 | AF |BD | 03 | 01 13 [ 8A | 6B
3A (91 11 | 41 | 4F | 67 |[DC | EA| 97 | F2 |CF (CE | FO | B4 | E6 | 73

9 |AC | 74 |22 | E7 |[AD| 35 | 85 | E2 | F9 | 37 | E8 | 1C | 75 | DF | 6E
47 | F1 | 1A (71 | 1D [ 29 | C5 | 89 | 6F | B7 [ 62 | OE (AA | 18 | BE | 1B
FC |5 |3E |4B | C6 |D2| 79 | 20 (9A |DB | CO | FE | 78 | CD | 5A | F4
1IF |DD | AB | 33 | B8 (07 | C7 | 31 | Bl | 12 [ 10 | 59 | 27 | B0 | EC | 5F
60 | 51 (7F [ A9 | 19 [ B5 |4A | 0D | 2D | ES [7A | OF ( 93 | C9 | 9C | EF
A0 (E0O | 3B | 4D AE | 2A | F5 | BO (C8 | EB | BB | 3C | 83 | 53 | 99 | 61

17 |2B (04 |7E |BA( 77 | D6 | 26 | E1 [ 69 | 14 | 63 | 55 | 21 [ OC | 7D

R|IES

mimglAa|@|P|lo|e|w|o|wv&|w|Ne] =

(b) Inverse S-box

Example, that the input {2A} produces the output {95} , and the input {95} to the S-box
produces {2A} .

The inverse S-box is constructed by applying the inverse of the transformation in Equation
followed by taking the multiplicative inverse in GF(2%) .

The inverse transformation is

bi = b2 mods D P(i+5) mod s ® (i+7ymods @ d;
where byte d = {05} , or 00000101.

Transformation as follows.

by 00 1 00 1 0 17[b 1
bi 100100 1 0fflb 0
b3 00100 1 00 1[|b 1
b5 {10 1.0 0 1 0 0ffbs| |0
bi 01 010 0 1 0o, 0
bl 000 1 01 0 0 1[|bs 0
bi 1001 0 1 0 0fb 0
b5] [0 1 00 1 0 1 0B [0]

* InvSubBytes is the inverse of SubBytes, label the matrices inSubBytes and
InvSubBytes as X and B, respectively, and the vector versions of constants ¢ and d as
C and D, respectively.




» For some 8-bit vector B Equation (5.2) becomes B’=XB © C.
* Need to show that Y(XB @ C) @ D=B.
+  To multiply out, we must show YXB @ YC © D=B. This becomes

001 00 10 17Tt 00011 1 17k
100 1 00 1 0/f1t 10001 1 1|b
01 0 0 1 00 1|/t 1 10001 1|5
101 00 1 00[[1 1 1 100 0 1|bs
&
01 0 1 00 1 Of/1 1 1 1 1 00 0fb|™
001 01 00 1[/01 1 1 11 0 0}bs
1 00 10 1 0 0[[00 1 1 1 1 1 0b
001 00 1 01 0fJlo0 o0 1 1 1 1 1]b]
[0 01 0 0 1 0 1][1] [17
1 001 00 1 01 0
0100 1 0 0 1/]0 i
1 01 00 1 0 0/]0 0
0101001 o0f|lof®lof”
001 01 0 0 1]]1 0
1 001 01 0 0f]1 0
01 00 1 0 1 0of[lo] |o]
(10 0 0 0 0 0 ][k [17] [17 [h]
01 00 00 0 0ffn 0 0 By
001 0 00 0 0f]b 1 1 by
0001 00 0 0ffbs| |0 |0]|_|bs
0000100 ofllb|PolPo by
00 0 0 0 1 0 0f]bs 0 0 bs
00 0 0 0 0 1 0|]b 0 0 bs
(00000 0 0 0 1)k |0] |0] |5

Y X equals the identity matrix, and the YC=D ,so that YC @ D equals the null vector.

RATIONALE
» The S-box is designed to be resistant to known cryptanalytic attacks.
* The nonlinearity is due to the use of the multiplicative inverse.
+ In addition, the constant in Equation was chosen so that the S-box has no fixed points
[S-box(a) = a] and no “opposite fixed points” [S-box(a) = a] , where a” is the bitwise
complement of a .

2. ShiftRows Transformation

FORWARD AND INVERSE TRANSFORMATIONS

a) The forward shift row transformation, called ShiftRows,

» The first row of State is not altered. For the second row, a 1-byte circular left shift is
performed. For the third row, a 2-byte circular left shift is performed.

* For the fourth row, a 3-byte circular left shift is performed.
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{a) Shift row transformation

* The following is an example of ShiftRows.

87 | F2 | 4D | 97 87 | F2 | 4D | 97
EC | 6E | 4C | 90 6E | 4C | 90 | EC
4A | C3 | 46 | ET — 46 | E7 | 4A | C3
S8C [ D8 | 95 | A6 A6 | 8C | D8 | 95

b) The inverse shift row transformation, called InvShiftRows,
» performs the circular hifts in the opposite direction for each of the last three rows,
with a 1-byte circular right shift for the second row, and so on.

RATIONALE

* The shift row transformation is more substantial than it may first appear.

» This is because the State, as well as the cipher input and output, is treated as an array
of four 4-byte columns.

» Thus, on encryption, the first 4 bytes of the plaintext are copied to the first column of]
State, and so on.

» Furthermore, as will be seen, the round key is applied to State column by column.

* Thus, a row shift moves an individual byte from one column to another, which is a
linear distance of a multiple of 4 bytes.

* The transformation ensures that the 4 bytes of one column are spread out to four
different columns.

3. MixColumns Transformation
FORWARD AND INVERSE TRANSFORMATIONS
a) The forward mix column transformation, called MixColumns,
» operates on each column individually.
+ Each byte of a column is mapped into a new value that is a function of all four bytes
in that column.
* The transformation can be defined by the following matrix multiplication on State

231
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(b} Mix column transformation




02 03 01 O1(|spo So1 So2 503 500 S0l S02 03
01 02 03 01(|s0 s11 S12 513 S0 S11 S22 s13
01 01 02 03 S 21 S22 §23 Si_J_[] S’z‘l 5’2_2 Slz_s

03 01 01 02f|ss0 s31 $32 833 S50 Si1 Sh2 Sia

—_—
o
2
-—

» Each element in the product matrix is the sum of products of elements of one row and
one column.

 In this case, the individual additions and multiplications are performed in GF(2*).

* The MixColumns transformation on a single column of State can be expressed as

50,j = (250 ) D Be51) D52 D53
51,5 = S0, ;D (2*51,)) D B=52)) D53

83 i =S50, D5,; P (2 '52.;'] @G *53,)

fi.j = (3‘5(].1)@51.;@52.1@ (2‘53_1)

Example of MixColumns:

87 | F2 [ 4D | 97 47 | 40 | A3 | 4C
6E | 4C | 90 | EC 37 | D4 | 70 | 9F
46 | E7 | 4A | C3 — 94 | E4 | 3A | 42
A6 | 8C | D8 | 95 ED | A5 | A6 | BC

b) The inverse mix column transformation, called InvMixColumns, is defined by the
following matrix multiplication:

'

OE 0B 0D 09 ||s0 So1 So2 Sos S0 Sn1 Sbh2  S03
09 O0E OB 0D ||s0 s S$12 i3 sto St Sha sis
0D 09 OE OB ||s50 81 82 53 sho Shy  Shy  sh3
0B 0D 09 OE||ssp s31 s32 533 S30 Si1 Si2 S33

Il
-
n

n
-

It is not immediately clear that Equation (5.5) is the inverse of Equation (5.3).
Need to show

OE OB 0D 09 02 03 01 01 Soo Sol So2 So3 Soo0 Soa1 Soz2 Sos

09 0E 0B 0D 01 02 03 01 S10 511 S12 513 _ S0 S11 S12 Si3

0D 09 OE 0B 01 01 02 03 S20 S21 S22 S23 B Sap S21 S22 S23

0B 0D 09 OE 03 01 01 02 Sig S31 S§32 33 S3p S31 32 Sa3

which is equivalent to showing

OE 0B OD 09|02 03 01 01 1 0 0 0
09 OE OB OD||01 02 03 01| (O 1 O 0O (5.6)
0op 09 OE OB||01 01 02 03 0 0 1 0 -

0B 0D 09 OE]|[03 01 01 02 0 0 0 1

e That i1s, the inverse transformation matrix times the forward transformation matrix

equals the identity matrix.

* To verify the first column of Equation (5.6), need to show
({0E}.{02})® {OB}® {0D}® ({09}.{03})= {01}
({09}.{02})D {OE} ® {OB} ® ({0D}.{03}) = {00}
({0D}.{02})® {09} ® {OE} ® ({0OB}.{03})= {00}




({0B}.{021)® (0D} ® {09} ® ({OE}.{03})= {00}

For the first equation,
{OE} .{02} = 00011100 and {09} .{03} = {09} ©® ({09} .{02}) = 00001001 ©00010010 =
0001101

(0E) » {02} = 00011100

0B} = 00001011

[0D] = 00001101

(09) = {03} = 00011011

00000001

» The other equations can be similarly verified.

+ The AES document describes another way of characterizing the MixColumns
transformation, which is in terms of polynomial arithmetic.

* In the standard, MixColumns is defined by considering each column of State to be a
four-term polynomial with coefficients in GF(2®).

» Each column is multiplied modulo (x*+1) by the fixed polynomial a(x) , given by

a(x) = {03} + [01)x* + {01}x + {02} (5.7)

RATIONALE

* The coefficients of the matrix in Equation (5.3) are based on a linear code with
maximal distance between code words, which ensures a good mixing among the
bytes of each column.

* The mix column transformation combined with the shift row transformation ensures
that after a few rounds all output bits depend on all input bits.

* In addition, the choice of coefficients in MixColumns, which are all {01},{02} or
{03}, was influenced by implementation considerations.

» Multiplication by these coefficients involves at most a shift and an XOR. The
coefficients in InvMixColumns are more formidable to implement.

4. Addroundkey Transformation:

FORWARD AND INVERSE TRANSFORMATIONS

a) In the forward add round key transformation, called AddRoundKey, the 128 bits of State
are bitwise XORed with the 128 bits of the round key.

/ B
I :"-lll ] 'III}.I ' i
Fon  Faz | Tos Sun [ Faz | o
3
s'l_l . A E|_| N ]
S Foz | S18 m i Foz [ F13
W g W £
Il. @l i - i+ ] s ] TI z
Sag [l ' Fas| 514 Sag [l ' Faa |
W 5ay | . £
Fan B By Say -"I.w g b r‘J_l

(b} Add round key transformation

* The operation is viewed as a columnwise operation between the 4 bytes of a State
column and one word of the round key; it can also be viewed as a byte-level
operation.

+ Example of AddRoundKey:




47 | 40 | A3 | 4C AC| 19 | 28 | 57 EB| 59 | 8B | 1B

37 | D4 | 70 | 9F 77 | FA | D1 | 5C 40 | 2E | A1 | C3

94 |E4 [3A |42 | @@ | 66 |[DC| 29 | 00 = F2 | 38 | 13 | 42
ED | A5 | A6 | BC F3 | 21 | 41 | 6A 1E | 84 | E7 | D6

» The first matrix is State, and the second matrix is the round key.

b) The inverse add round key transformation:
+ Identical to the forward add round key transformation, because the XOR operation is
its own inverse.

RATIONALE :
* The add round key transformation is as simple as possible and affects every bit of
State.
* The complexity of the round key expansion, plus the complexity of the other stages
of AES, ensure security.

AES KEY EXPANSION
Key Expansion Algorithm
The AES key expansion algorithm takes as input a four-word (16-byte) key and
produces a linear array of 44 words (176 bytes).
* This is sufficient to provide a four-word round key for the initial AddRoundKey
stage and each of the 10 rounds of the cipher.
* Pseudocode describes the expansion.

KeyExpansion (byte kev[1l6], word w(44])

word temp

for (1 = 0; 1 < 4; 1++4) wl[i] = (key[4*i], key[4*i+l],
key[4*i+2],
key [4*i+3]) ;
for (1 = 4; i < 44; i++4)
temp = wli - 11;
if (i mod 4 = 0) temp = SubWord (RotWord (temp))

@ Rconl[i/41;
wli] = w[i-4] @ temp
}
}

» The key is copied into the first four words of the expanded key.

* The remainder of the expanded key is filled in four words at a time.

» Each added word w[i] depends on the immediately preceding word, w[i-1] , and the
word four positions back , w[i-4], .

* In three out of four cases, a simple XOR is used.

» For a word whose position in the w array is a multiple of 4, a more complex function
is used.




The generation of the expanded key, using the symbol g to represent that complex function.

AES Key Expansion
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The function g consists of the following subfunctions.
1. RotWord performs a one-byte circular left shift on a word.
* This means that an input word [BO, B1, B2, B3] is transformed into [B1, B2, B3,
BO].
2. SubWord performs a byte substitution on each byte of its input word, using the S-box.
3. The result of steps 1 and 2 is XORed with a round constant, Rcon[j] .

» The round constant is a word in which the three rightmost bytes are always 0.

* Thus, the effect of an XOR of a word with Rcon is to only perform an XOR on the
leftmost byte of the word.

* The round constant is different for each round and is defined as Rcon[j] = (RC[j], O,
0, 0),with RC[1] =1 RC[j] =2 . R(CJ[j-1] , and with multiplication defined over the
field GF(2%).

The values of RC[j] in hexadecimal are

j 1 2 3 4 5 6 7 8 9 10

RCJj] or | 02 | o4 |08 | 10| 20 | 40 | 80 | 1B | 36

» Example, suppose that the round key for round 8 is
EA D2 73 21 B5 8D BA D2 31 2B F5 60 7F 8D 29 2F

Then the first 4 bytes (first column) of the round key for round 9 are calculated as follows:

After After Reon (9] After XOR wli—4] wli] = temp
RotWord | SubWord con 1 with Reon Fwli—4]

36 TFSD292F | BD292FTF| 5DAS15D2 | 1BO00000 | 46 A515D2 (EAD27321|  ACTT766F3

i(decimal)| temp




Rationale

The Rijndael developers designed the expansion key algorithm to be resistant to
known cryptanalytic attacks.

The inclusion of a round-dependent round constant eliminates the symmetry, or
similarity, between the ways in which round keys are generated in different rounds.

Criteria:

Knowledge of a part of the cipher key or round key does not enable calculation of]
many other round-key bits.

An invertible transformation [i.e., knowledge of any Nk consecutive words of the
expanded key enables regeneration the entire expanded key (Nk = key size in
words)].

Speed on a wide range of processors.

Usage of round constants to eliminate symmetries.

Diffusion of cipher key differences into the round keys; that is, each key bit affects
many round key bits.

Enough nonlinearity to prohibit the full determination of round key differences from
cipher key differences only.

Simplicity of description.

Equivalent Inverse Cipher

The AES decryption cipher is not identical to the encryption cipher.

That is, the sequence of transformations for decryption differs from that for
encryption, although the form of the key schedules for encryption and decryption is
the same.

This has the disadvantage that two separate software or firmware modules are needed
for applications that require both encryption and decryption.

There is, however, an equivalent version of the decryption algorithm that has the
same structure as the encryption algorithm.

The equivalent version has the same sequence of transformations as the encryption
algorithm (with transformations replaced by their inverses).

To achieve this equivalence, a change in key schedule is needed.

An encryption round has the structure SubBytes, ShiftRows, MixColumns,
AddRoundKey.

The standard decryption round has the structure InvShiftRows, InvSubBytes,
AddRoundKey, InvMixColumns.

Thus, the first two stages of the decryption round need to be interchanged, and the
second two stages of the decryption round need to be interchanged.

INTERCHANGING INVSHIFTROWS AND INVSUBBYTES

InvShiftRows affects the sequence of bytes in State but does not alter byte contents
and does not depend on byte contents to perform its transformation.

InvSubBytes affects the contents of bytes in State but does not alter byte sequence
and does not depend on byte sequence to perform its transformation.

Thus, these two operations commute and can be interchanged.For a given State ,

InvShiftRows [InvSubBytes (Si1)] = InvSubBytes [InvShiftRows (Si1)]




INTERCHANGING ADDROUNDKEY AND INVMIXCOLUMNS
* The transformations Add- RoundKey and InvMixColumns do not alter the sequence

of bytes in State.

+ If we view the key as a sequence of words, then both AddRoundKey and
InvMixColumns operate on State one column at a time.

* These two operations are linear with respect to the column input.That is, for a given
State and a given round key ,

InvMixColumns (Si @ wj) = [InvMixColumns (Si)] @ [InvMixColumns (wj)]

+ the first column of State S; is the sequence (y0, y1, y2, y3) and the first column of the
round key w; is (kO, k1, k2, k3) .

*  Show
OE 0B 0D 09 |[yo@® ko 0E 0B 0D 09 |[yp 0OE 0B 0D 09 [k
09 OE 0B 0D ||y @k 09 OE OB 0D ||y | |09 OE 0B 0D ||k
_ a
0D 09 O0E OB ||y, @k 0D 09 OE OB ||y, ||0D 09 OE OB ||k
0B 0D 09 OE || y:@ks 0B 0D 09 OE ||y 0B OD 09 OE ||k

Demonstrate that for the first column entry.
Show
[{OE}* (yo @ ko) @ [{0B} * (v1 @ k1)] @ [10D]} * (v2 @ k2)] @ [{09) * (v3 D k3)]
= [{OE} * yo] @ [{0B] * y1] @ [{0D} * y2] @ [{09} * y3] @
[{OE} « ko] @ [{0B} « k1] @ [{0D] ko] @ [{09) « k3]

Ciphertext

w40, 43] Add round key

Inverse sub bytes

Inverse shift rows

Inverse mix cols

| Inverse mix cols '—| Add round key |

\

Round 1

b w[ 363, 39]

Inverse sub bytes
Inverse shift rows

Inverse mix cols

Round 9

[ Inversemixcols |—| Addroundkey |

wi4, 7]

Inverse sub bytes

[ gty |

wl0, 3]

|4

Key Plaintext

Round 10

> Add round key

Equivalent Inverse Cipher




+ can interchange AddRoundKey and InvMixColumns, provided that we first apply
InvMixColumns to the round key.

» Note that we do not need to apply InvMixColumns to the round key for the input to
the first AddRoundKey transformation (preceding the first round) nor to the last
AddRoundKey transformation (in round 10).

* This is because these two AddRoundKey transformations are not interchanged with
InvMixColumns to produce the equivalent decryption algorithm.

Implementation Aspects
For efficient implementation on 8-bit processors, typical for current smart cards, and on 32-
bit processors, typical for PCs.

8-BIT PROCESSOR
* AES can be implemented very efficiently on an 8-bit processor.
* AddRoundKey is a bytewise XOR operation.
« ShiftRows is a simple byte-shifting operation.
* SubBytes operates at the byte level and only requires a table of 256 bytes.

The transformation MixColumns requires matrix multiplication in the field
GF(2%), which means that all operations are carried out on bytes. MixColumns only requires
multiplication by {02} and {03}, which, as we have seen, involved simple shifts, conditional
XORs, and XORs. This can be implemented in a more efficient way that eliminates the shifts
and conditional XORs. Equation set (5.4) shows the equations for the MixColumns
transformation on a single column. Using the identity {03}. x = ({02}. x) @ X, we can
rewrite Equation set (5.4) as follows.
Tmp = 50, @ 51,; D 52,1 D 535

s0,; = So,; @ Tmp @ [2+ (s0,; D 51, )]

51, =51, @ Tmp @ [2° (s1,; D 52,))] (5.9)

52, = 52, @ Tmp @ [2+ (52, D 53,))]

53,7 =53;@® Tmp @ [2- (53,; D s0,))]

Equation set (5.9) is verified by expanding and eliminating terms.

The multiplication by{02} involves a shift and a conditional XOR. Such an implementation
may be vulnerable to a timing attack of the sort .To counter this attack and to increase
processing efficiency at the cost of some storage, the multiplication can be replaced by a
table lookup. Define the 256-byte table X2, such that X2[i] = {02}.1 .Then Equation set (5.9)
can be rewritten as

Tmp = 5y ; (@ 81 ; D 2, D 53 ;

5, = So,; @ Tmp @ X2[s0; D 51,5
Sl = 5,;@® Tmp @ X2[5, ; ® 52,
530 = 82 @® Tmp @ X2[52 ; @ 53 4]
.5'_2,_‘,- = 83 f @ Tmp @® X2[s;, i o] .';.._‘,-]

32-BIT PROCESSOR

The implementation described in the preceding subsection uses only 8-bit operations.
For a 32-bit processor, a more efficient implementation can be achieved if operations are
defined on 32-bit words. To show this, we first define the four transformations of a round in




algebraic form. Suppose we begin with a State matrix consisting of elements ai, j and a
round-key matrix consisting of elements ki, j .
Then the transformations can be expressed as follows.

SubBytes bij = Sla; j]
Coj bc)j
ShiftRows e | = | B
€2 by ;-2
€3 byja
dy,j 02 03 01 01| e
. dy 01 02 03 M ||
MixCol S J ) = /
freolumms Y 01 01 02 03 ey
ds ; 03 01 01 02]] e3;
€, dy,; ky
e dy ki
AddRoundKey Il = e i
€, dy ; K ;
3, ds ks,

In the ShiftRows equation, the column indices are taken mod 4. We can combine all of these
expressions into a single equation:

€04 02 03 01 01 S [”l)._{] k[)_}-
ey | _ 01 02 03 0O S[”l._{— 1] = kl._.f
ez, 01 01 02 03||Slay.l |P| Ky
es,] 103 01 01 02] [ S[as, s ks,
02 03 01
01 02 5 03
= ol Slag ] | ® o | Sla 1] | @ ol Slaz ;2]
03 01 01
01 iy
" 01 | k1
P *Sla; . P -
S5, 03 [a 3, f 3] @ k? ;
02 k4

In the second equation, we are expressing the matrix multiplication as a linear combination
of vectors.
We define four 256-word (1024-byte) tables as follows.

advance.

Tolx] =

+S[x]

03
02
01
01

*S[x]

01
03
02
01

Tx] = *S[x]

T3[x] =

)1
)1
)
)2

(5]

(
(
(
(

+S[x]

50, j ky, i
51 ki
Si! = Tolso 1 @ Tils1j-1] @ Talszj-2l @ Tilsz-3] @ kl-_!
5 2]
5.";._;' Jeq

e
3,j

Thus, each table takes as input a byte value and produces a column vector (a 32-bit word)
that is a function of the S-box entry for that byte value. These tables can be calculated in

We can define a round function operating on a column in the following fashion.

As a result, an implementation based on the preceding equation requires only four table
lookups and four XORs per column per round, plus 4 Kbytes to store the table.The
developers of Rijndael believe that this compact, efficient implementation was probably one
of the most important factors in the selection of Rijndael for AES.
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Th_e RC4 Algorithm:
RC4 is a stream cipher designed in 1987 by Ron Rivest for RSA Security. It is a variable key size
stream cipher with byte-oriented operations.

® The algorithm is based on the use of a random permutation. Eight to sixteen machine
operations are required per output byte, and the cipher can be expected to run very quickly in
software.

® RC4 is used in the Secure Sockets Layer/Transport Layer Security (SSL/TLS) standards
that have been defined for communication between Web browsers and servers.

e [t is also used in the Wired Equivalent Privacy (WEP) protocol and the newer WiFi Protected
Access (WPA) protocol. RC4 was kept as a trade secret by RSA Security.

® The RC4 algorithm is remarkably simple and quite easy to explain. A vari- able length
key of from 1to 256 bytes (8 to 2048 bits)is used to initialize a 256-byte state vector S,
with elements S[0], S[1], A , S[255].

e At all times, S contains a permutation of all 8-bit numbers from 0 through 255. For

encryption and decryption, a byte & (see Figure 7.5) is generated from S by selecting one of]
the 255 entries in a systematic fashion.

As each value of k is generated, the entries in S are once again permuted.

Initialization of S

* To begin, the entries of S are set equal to the values from 0 through 255 in ascending order;
that is, S[0] =0, S[1]=1, A, S[255] =255 .

* A temporary vector, T, is also created. If the length of the key K is 256 bytes, then T is
transferred to T.

* Otherwise, for a key of length keylen bytes, the first keylen elements of T are copied
from K, and then K is repeated as many times as necessary to fill out T. These preliminary
operations can be summarized as

“* Imitialization *
for i = 0 to 255 deo

= W
|

[i] Kli mod kevlen];

*Next we use T to produce the initial permutation of S.
*This involves starting with S[0] and going through to S[255], and for each S[i], swapping S[i]
with another byte in S according to a scheme dictated by T[i]:
/* Initial Permutation of S */
j=0;
fori=0to 255 do
j =@+ S[i] + T[i]) mod 256;
Swap (S[i], S[j]);
* Because the only operation on S is a swap, the only effect is a permutation.
» S still contains all the numbers from 0 through 255.

Stream Generation
* Once the S vector is initialized, the input key is no longer used.




* Stream generation involves cycling through all the elements of S[i], and for each SJi],
swapping S[i] with another byte in S according to the current configuration of S.
* After S[255] is reached, the process continues, starting over again at S[0]:

/* Stream Generation */
1,j=0;
while (true)
i=(i+ 1) mod 256;
j= (@ + S[i]) mod 256;
Swap (S[i], S[j1);
t = (S[i] + S[j]) mod 256;
k = S[t];
* To encrypt, XOR the value k with the next byte of plaintext.
* To decrypt, XOR the value k£ with the next byte of ciphertext.
RC4 logic

s L] ]

Keylen

Y k. L ¥ 4 h if A h 4 i
o e R ) i 4 i T

(a) Initial state of S and T

TIIIIII-" [T 1]

- j=j+Slil + TIi] >

s (] -~ @ - [

wa [

(b} Initial permutation of 5

- j=j+SIil >

s||||||--- %[ED

t = S[i] + S[j]

{c) Stream generation

Figure 7.6 RC4

Strength of RC4
The authors demonstrate that the WEP protocol, intended to provide confidentiality on 802.11
wireless LAN networks, is vulnerable to a particular attack approach.
In essence, the problem is not with RC4 itself but the way in which keys are generated for
use as input to RC4.
This particular problem does not appear to be relevant to other applications using RC4 and
can be remedied in WEP by changing the way in which keys are generated.
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A Key Distribution Scenario
e The key distribution concept can be deployed in a number of ways. A typical
scenario is illustrated in Figure 7.9. The scenario assumes that each user shares a

unique master key with the key distribution center (KDC).
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e Let us assume that user A wishes to establish a logical connection with B and
requires a one-time session key to protect the data transmitted over the
connection.

e A has a master key, Ka, known only to itself and the KDC; similarly, B shares
the master key Kb with the KDC. The following steps occur:

1. A issues a request to the KDC for a session key to protect a logical
connection to B. The message includes the identity of A and B and a unique
identifier, N1, for this transaction, which we refer to as a nonce.
e The nonce may be a timestamp, a counter, or a random number; the
minimum requirement is that it differs with each request.
e Also, to prevent masquerade, it should be difficult for an opponent to
guess the nonce. Thus, a random number is a good choice for a nonce.

2. The KDC responds with a message encrypted using K, Thus, A is the only one
who can successfully read the message, and A knows that it originated at the KDC.
The message includes two items intended for A:

e The one-time session key, Ks, to be used for the session
e The original request message, including the nonce, to enable A to match this
response with the appropriate request

Thus, A can verify that its original request was not altered before reception by the

KDC and, because of the nonce, that this is not a replay of some previous request.

In addition, the message includes two items intended for B:

e The one-time session key, Ks to be used for the session
e An identifier of A (e.g., its network address), /DA

These last two items are encrypted with Kb (the master key that the KDC shares

with B). They are to be sent to B to establish the connection and prove A's identity.

3. A stores the session key for use in the upcoming session and forwards to B the

information that originated at the KDC for B, namely, E(Kb, [Ks || IDA]). Because



this information is encrypted with Kb, it is protected from eavesdropping. B now
knows the session key (Ks), knows that the other party is A (from /DA), and knows
that the information originated at the KDC (because it is encrypted using Kb).

At this point, a session key has been securely delivered to A and B, and they
may begin their protected exchange.
4. Using the newly minted session key for encryption, B sends a nonce, N2, to A.
5. Also using K, A responds with f(V,), where f is a function that performs some
transformation on N, (e.g., adding one).

These steps assure B that the original message it received (step 3) was not a replay.

Hierarchical Key Control

e [t is not necessary to limit the key distribution function to a single KDC.
Indeed, for very large networks, it may not be practical to do so.

e As an alternative, a hierarchy of KDCs can be established. For example, there
can be local KDCs, each responsible for a small domain of the overall
internetwork, such as a single LAN or a single building. For communication
among entities within the same local domain, the local KDC is responsible for
key distribution. If two entities in different domains desire a shared key, then
the corresponding local KDCs can communicate through a global KDC.

e In this case, any one of the three KDCs involved can actually select the key.
The hierarchical concept can be extended to three or even more layers,
depending on the size of the user population and the geographic scope of the
internetwork.

Session Key Lifetime

e The more frequently session keys are exchanged, the more secure they are,
because the opponent has less ciphertext to work with for any given session

key.



A security manager must try to balance these competing considerations in
determining the lifetime of a particular session key.

For connection-oriented protocols, one obvious choice is to use the same
session key for the length of time that the connection is open, using a new
session key for each new session.

If a logical connection has a very long lifetime, then it would be prudent to
change the session key periodically, perhaps every time the PDU (protocol data
unit) sequence number cycles.

For a connectionless protocol, such as a transaction-oriented protocol, there is
no explicit connection initiation or termination. Thus, it is not obvious how
often one needs to change the session key.

The most secure approach is to use a new session key for each exchange.

A Transparent Key Control Scheme

e The approach assumes that communication makes use of a connection-
oriented end-to-end protocol, such as TCP. The noteworthy element of this
approach is a session security module (SSM), that performs end-to-end

encryption and obtains session keys on behalf of its host or terminal.
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Automatic Key Distribution for Connection-Oriented Protocol

e When one host wishes to set up a connection to another host, it transmits a
connection-request packet (step 1).

e The SSM saves that packet and applies to the KDC for permission to establish
the connection (step 2). The communication between the SSM and the KDC is
encrypted using a master key shared only by this SSM and the KDC.

e [f the KDC approves the connection request, it generates the session key and
delivers it to the two appropriate SSMs, using a unique permanent key for each
SSM (step 3).

e The requesting SSM can now release the connection request packet, and a
connection is set up between the two end systems (step 4). All user data
exchanged between the two end systems are encrypted by their respective SSMs

using the one-time session key.
Decentralized Key Control
e A decentralized approach requires that each end system be able to communicate

in a secure manner with all potential partner end systems for purposes of session

key distribution.



e Thus, there may need to be as many as [n(n -1)]/2 master keys for a
configuration with n end systems. A session key may be established with the

following sequence of steps (Figure 7.11):

1. A issues a request to B for a session key and includes a nonce, N/

2. B responds with a message that is encrypted using the shared master key. The
response includes the session key selected by B, an identifier of B, the value f(N1),

and another nonce, N2.

3. Using the new session key, A returns f(N2) to B.

/"—'—“:”‘1-1“."' ——\A

( Initiato {Rﬁp“nﬁ
w A < B
\m!imrm K, 1 1D, 1 1D y
13 EQK,. TN

Figure 7.11. Decentralized Key Distribution

Thus, although each node must maintain at most (n- 1) master keys, as many
session keys as required may be generated and used. Because the messages

transferred using the master key are short, cryptanalysis is difficult.

Controlling Key Usage

e The concept of a key hierarchy and the use of automated key distribution
techniques greatly reduce the number of keys that must be manually managed
and distributed.

e different types of session keys such as

v Data-encrypting key, for general communication across a network



v PIN-encrypting key, for personal identification numbers (PINs) used in
electronic funds transfer and point-of-sale applications
v File-encrypting key, for encrypting files stored in publicly accessible
locations
e Normally, the master key is physically secured within the cryptographic
hardware of the key distribution center and of the end systems.
e Session keys encrypted with this master key are available to application
programs, as are the data encrypted with such session keys.
e The proposed technique is for use with DES and makes use of the extra 8 bits in
each 64-bit DES key.
e That is, the 8 nonkey bits ordinarily reserved for parity checking form the

key tag. The bits have the following interpretation:

v" One bit indicates whether the key is a session key or a master key.
v" One bit indicates whether the key can be used for encryption.

v" One bit indicates whether the key can be used for decryption.

v" The remaining bits are spares for future use.

¢ In this scheme, each session key has an associated control vector consisting of a
number of fields that specify the uses and restrictions for that session key.

e The length of the control vector may vary. The control vector is
cryptographically coupled with the key at the time of key generation at the KDC.
The coupling and decoupling processes are illustrated in Figure 7.12.

e As a first step, the control vector is passed through a hash function that

produces a value whose length is equal to the encryption key length.
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e The hash value is then XORed with the master key to produce an output that is

used as the key input for encrypting the session key. Thus,

Hash value = H=h(CV)

Key input=K, H

Ciphertext = E([K,, H], K ,)
where K, is the master key and K is the session key. The session key is recovered
in plaintext by the reverse operation:

D([Km H], E([Km H], Ks))
When a session key is delivered to a user from the KDC, it is accompanied by the
control vector in clear form.
e The session key can be recovered only by using both the master key that the user
shares with the KDC and the control vector. Thus, the linkage between the

session key and its control vector is maintained.
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